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Abstract
Graph similarity learning refers to calculating the
similarity score between two graphs, which is re-
quired in many realistic applications, such as vi-
sual tracking, graph classification, and collabora-
tive filtering. As most of the existing graph neu-
ral networks yield effective graph representations
of a single graph, little effort has been made for
jointly learning two graph representations and cal-
culating their similarity score. In addition, exist-
ing unsupervised graph similarity learning meth-
ods are mainly clustering-based, which ignores the
valuable information embodied in graph pairs. To
this end, we propose a contrastive graph matching
network (CGMN) for self-supervised graph sim-
ilarity learning in order to calculate the similar-
ity between any two input graph objects. Specif-
ically, we generate two augmented views for each
graph in a pair respectively. Then, we employ two
strategies, namely cross-view interaction and cross-
graph interaction, for effective node representation
learning. The former is resorted to strengthen the
consistency of node representations in two views.
The latter is utilized to identify node differences be-
tween different graphs. Finally, we transform node
representations into graph-level representations via
pooling operations for graph similarity computa-
tion. We have evaluated CGMN on eight real-world
datasets, and the experiment results show that the
proposed new approach is superior to the state-of-
the-art methods in graph similarity learning down-
stream tasks.

1 Introduction
Graph-structured data is a natural representation in coding
structures that exist in a variety of domains, including com-
puter vision [Wan et al., 2021], social network [Jin et al.,
2021a], NLP [Yu et al., 2021], recommender systems [Jia
et al., 2021; Jin et al., 2021b], etc. Graph similarity learn-
ing is one of the most important research problems in ex-
ploring graph-structured data. It aims to learn a similarity
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Figure 1: A view of the supervised graph similarity learning model.

score for a pair of input graphs. Graph similarity learning
has a wide range of applications in various scenarios, such
as binary code analysis [Xu et al., 2017], collaborative fil-
tering algorithms for recommender systems [Su et al., 2021],
etc. Different task scenarios have different similarity met-
rics, e.g., graph edit distance (GED) [Sanfeliu and Fu, 1983],
and maximum common subgraph (MCS) [Bunke, 1997]. The
GED problem refers to solving the minimum number of edit-
ing operations required to convert one graph to the other,
and MCS aims to find the largest induced subgraph com-
mon to two given graphs. However, GED and MCS prob-
lems are a class of NP-complete problems [Wang et al., 2021;
Bai et al., 2021], indicating that solving such problems is
computationally expensive. Some traditional methods, such
as A* [Neuhaus et al., 2006] and Hungarian [Riesen and
Bunke, 2009], can accurately solve the problem of GED, but
they have very high computational complexity and thus are
hard to be applied on large-scale real datasets. In addition,
traditional search algorithms mainly consider the graph struc-
ture, while ignoring the rich attribute information contained
in the graph, including node features, edge features, etc, lim-
iting their applicability.

Given the great difficulty of computing the graph dis-
tances, people begin to use graph neural networks (GNNs)
to learn the similarity between two graphs [Li et al., 2019].
But most of the current GNN-based graph similarity learn-
ing approaches are supervised and normally adopt a train-
ing scheme, which can be summarized as follows. First, the
representation of nodes in each graph are learned by using a
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Figure 2: Comparison of node information update process. Left:
Clustering-based unsupervised graph similarity learning. Right: Our
proposed model CGMN. hi denotes the embedding of node i,C rep-
resents the clustering weight, ⊕ is concatenation, and α represents
the cross-graph interaction weight.

GNN encoder. Then, graph-level representations are obtained
by using a pooling operation. After that, with a distance met-
ric (e.g., cosine similarity and Euclidean distance), the sim-
ilarity score can be obtained given a pair of graph-level rep-
resentations. Finally, with the guidance of ground truth, they
train the model with the computed loss, which is the differ-
ence between the similarity score and the ground truth labels.
Fig. 1 shows the details of this process. However, the heavy
reliance of these methods on labels hinders them from being
applied in real-world applications where the labeling infor-
mation is usually scarce and expensive to obtain. To address
this problem, we opt to design an unsupervised deep graph
similarity learning algorithm.

However, the current unsupervised GNN methods mainly
focus on node (graph) classification or clustering tasks, and
limited works have explored graph similarity learning. There
are a few unsupervised graph similarity learning studies, such
as GA-MGMC [Wang et al., 2020] and ScGSLC [Li et al.,
2021]. The main idea of these works can be summarized as
follows. First, these works cluster all graphs and compute the
clustering weight C for any two graphs, where C is learned
based on the clustering results (i.e., graphs in the same clus-
ter have higher C, and vice versa). Then, node embeddings
are updated with C and pooled to generate the graph-level
embeddings. And finally, these works use the pseudo labels
and the learned similarity score to calculate the loss. Fig. 2
(left) briefly describes the process of updating node informa-
tion. These clustering-based methods suffer from limitations
including the negligence of rich information in cross-graph
interaction, as well as the manual choice of the number of
clusters. Specifically, they rarely consider the node-to-node
matching across graphs, which can provide abundant super-
vision signals for model training [Li et al., 2019]. Further-
more, they require to manually choose an optimal number of
clusters for training, which is essential in clustering but rather
difficult to set in practice. Thus, these methods typically lead
to suboptimal solutions.

In order to solve the aforementioned problems, we design
a novel scheme for unsupervised graph similarity learning,
named as Contrastive Graph Matching Network (CGMN).
We construct a node embedding method based on augmented

views and aim to compute graph similarity scores between
graphs. We first augment two different views for each graph
in a graph pair to provide different contexts. With a designed
cross-view interaction module, for a target graph, we weight-
ily aggregate all node embeddings in the other view to ob-
tain the view-level embedding. After that, we conduct cross-
graph matching, which outputs a graph-level embedding for
the target node, to distill the rich information embodied in
cross-graph interaction. Both the view- and graph-level em-
bedding are concatenated to the node embedding, which is
used in building contrastiveness between two views to learn
node embeddings of the graph.

We expect cross-graph matching of nodes to occur during
the learning process, so we interact node information between
one graph and views of the other graph, instead of interact-
ing at the end of node representation training. Interacting
nodes with different contexts shows the node-to-node simi-
larity from different views. After the node embedding train-
ing, we obtain the representation of the whole graph by the
pooling module. Similarity scores are calculated for different
tasks using graph-level embedding. Fig. 2 (right) illustrates
the process of node information update.

Our contributions can be summarized as follows:

• We introduce contrastive learning to the unsupervised
graph similarity model, which improves the accuracy of
graph similarity through node-to-node matching instead
of generally using clustering to simulate similarity cal-
culation.

• We propose cross-view interactions and cross-graph
interactions in unsupervised graph similarity learning
in the same framework, which enhances agreement of
nodes and fills the gap that two graphs cannot interact
with each other in clustering-based methods.

• We conduct experiments on eight real-world datasets,
and the experimental results validate the superiority of
our proposed new method compared with SOTA.

2 Related Work
2.1 Graph Similarity Learning
Inspired by recent advances in deep learning, computing
graph similarity with deep networks has received increas-
ing attention. The first category is supervised graph simi-
larity learning, which is a line of work that uses deep feature
encoders to learn the similarity of the input pair of graphs.
The learned similarity scores and ground truth are fed into
the loss function to optimize the encoder with resulting in
an end-to-end learning scheme. For example, GMN [Li et
al., 2019], SimGNN [Bai et al., 2019], and H2MN [Zhang
et al., 2021] all belong to this category, which use GNNs as
their encoder. The second category is the unsupervised graph
similarity learning, such as GA-MGMC [Wang et al., 2020],
ScGSLC [Li et al., 2021], etc. The process of these works
stands to encode the nodes using a deep encoder and update
the features of the nodes by using the clustering weights. But
they are limited to clustering and thus difficult to learn the
cross-graph interaction information of two graphs.
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2.2 Graph Contrastive Learning
Contrastive learning is popular in self-supervised graph rep-
resentation learning, which aims to learn discriminative rep-
resentations by comparing positive and negative samples [He
et al., 2020; Jin et al., 2021c]. For example, Deep Graph In-
fomax (DGI) [Velickovic et al., 2019] extends Deep Infomax
[Hjelm et al., 2019] by comparing nodes and graphs to learn
node representations. MVGRL [Hassani and Khasahmadi,
2020] introduces graph diffusion to graph augmentation by
comparing different graph structures to learn node represen-
tations. GRACE [Zhu et al., 2020] maximizes the agreement
of node representations between two augmented graph views.
Contrastive learning has shown impressive results in unsuper-
vised graph representation learning, but it is typically used for
classification and clustering tasks. There are still no models
designed for graph similarity learning tasks as far as we know.

3 Method
3.1 Problem Definition
An undirected attributed graph G = (V,E,A,X) consists of
a set of nodes V with |V | = n, a set of edgesE with |E| = m,
the adjacency matrix A ∈ Rn×n and node attribute matrix
X ∈ Rn×d with feature dimension d. If there is an edge
between node i and node j, Ai,j = 1, else Ai,j = 0. For each
node, its features are represented as a vector x ∈ Rd, where
xi denotes feature values of node i. Therefore, X ∈ Rn×d

denotes the node attribute matrix of the graph and each node
has d features. Given two graphs G1 and G2 as input, the
graph similarity learning is to calculate a similarity score y
in order to measure the difference between two graphs in an
input graph pair. Different similarity metrics can be defined
according to different downstream tasks. Our method tries to
learn an encoder to generate graph-level embeddings of two
graphs and calculate their similarity score.

3.2 Method Overview
Fig. 3 shows our overall framework CGMN. Firstly, in part
(a), two graphsG1 andG2 are fed into CGMN. Then, CGMN
generates two correlated graph views via graph augmentation
techniques for G1 and G2 respectively. After that, the orig-
inal input graphs and their views are embedded into a low-
dimensional vector space by a GNN encoder. Secondly, a
cross-view interaction strategy (b) and a cross-graph interac-
tion strategy (c) are provided to learn effective node embed-
dings. In part (d), graph-level representations are obtained
by pooling the node embeddings. Finally, CGMN computes
similarity using two graph-level representations for the sub-
sequent prediction tasks (e). Details will be introduced in the
rest of this section.
Node embedding layer. The siamese network consists of
two identical sub-networks and excels at comparing the sub-
tle differences between the two inputs. We integrate a siamese
network architecture with contrastive learning-based GNN as
the basic node embedding layer of CGMN. Graph augmenta-
tion, a key component of graph contrastive learning, is used
to generate different views to provide diverse contexts for
nodes, which facilitates the optimization of contrastive objec-
tives. We generate two correlated graph views by randomly

performing corruption techniques, such as masking node fea-
tures and removing edges. Positive and negative samples are
generated to learn node representations discriminatively by
comparing them. After graph augmentation, we consider us-
ing a multi-layer GCN to generate node embeddings of the
input graphs and their views:

H l = σ(ÃH l−1W l−1), (1)

where H is the set of node embeddings of a graph (view),
l is the number of layers, σ is the activation function, Ã is
the normalized Laplacian matrix, and W is the layer-specific
trainable weighted matrix.
Cross-view interaction. Inspired by works on graph con-
trastive learning, the agreement of corresponding nodes in
the two views should be maximized. Specifically, if node
u ∈ G1,V iew1 corresponds to node v ∈ G1,V iew2, node u’s
embedding hu and node v’s embedding hv can be regarded as
a pair of positive samples, and embeddings of other nodes in
the two views can be naturally regarded as negative samples
of hu [Zhu et al., 2020]. To maximize agreement between
node embeddings, we need to expand the similarity between
positive samples and reduce the similarity between negative
samples. The similarity of two nodes’ embeddings in vector
space can be defined as:

sim(hu, hv) := exp(cos (hu, hv) /τ), (2)

here, cos(·) donates the cosine similarity function, exp(·) is
the exponential function, and τ is a temperature parameter to
help the model learn from hard negatives which are closest
in distance, but farther than positive examples [Chen et al.,
2020].

However, the aforementioned processes mainly consider
the corresponding nodes’ agreement between views. The
similarity between the nodes in the two views has not been
fully considered. To address this drawback, we propose a
cross-view interaction method that measures node-to-node
similarity with cosine similarity, which enriches the self-
supervised signals.

ĥu = hu ⊕
∑

v∈G1,V iew2

cos(hu, hv)hv, (3)

where⊕ is the concatenation. Fig. 4 shows the difference the
contrastive learning and cross-view interaction.

Cross-view interactions help maintain the monotonic in-
creasing correlation between node similarity and node agree-
ment. If nodes in the two views are corresponding, they
have higher cross-view interaction scores than others, which
means that their embeddings are close in the vector space and
promote the maximization of node agreements.
Cross-graph interaction. Learning node-to-node match-
ing between two graphs is a key part of graph similarity learn-
ing. If we perform cross-graph matching after the node rep-
resentation training is completed, we may not be able to bet-
ter learn the interaction information of the two graphs. In
the above process, we augment each graph with two views,
which can replace the graph to participate in the cross-graph
information interaction during the training process. Specifi-
cally, we interact the original graphG1 with each view ofG2.



Figure 3: Overview of CGMN. First, we provide a framework to learn the embedding of each node. Second, we propose a cross-graph
interaction strategy to match nodes in graph pairs. Third, we aggregate node embeddings to obtain the graph-level representations. Finally,
we predict the similarity of graphs for different tasks.

We use the attention mechanism to implement cross-graph in-
formation interaction. We design the attention function for
computing the similarity score between two node embedding
vectors. We use cosine similarity as a concrete form of atten-
tion mechanism. Assuming that node u belongs to the graph
G1, then node u’s representation with cross-graph informa-
tion can be calculated as:

h∗u = ĥu ⊕
∑

i∈G2,V iew1

cos(ĥu, ĥi)

⊕
∑

j∈G2,V iew2

cos(ĥu, ĥj).
(4)

Cross-graph interaction and cross-view interaction are dif-
ferent. The main difference lies in not only the object of
action, but also the purpose. The purpose of cross-view in-
teraction is to maximize node agreement in different views,
whereas cross-graph interaction aims to learn the node match-
ing between different graphs. After cross-view interaction
and cross-graph interaction learning, we construct the self-
supervised loss by maximizing the agreement of positive
samples and minimizing the agreement of negative samples:

loss(h∗u, h
∗
v) = − log

sim(h∗u, h
∗
v)

sim(h∗u, h
∗
v) +

∑N
k=1 sim(h

∗
u, h
∗
k)
,

(5)
where u and v are a pair of positive samples and N is the
number of negative samples. Both node u and node v need
to be calculated, then the total loss can be defined as their
average result:

L =
1

2
[loss(h∗u, h

∗
v) + loss(h∗v, h

∗
u)] . (6)

Figure 4: Difference between (a) contrastive learning and (b) cross-
view interaction.

Prediction layer. We calculate graph similarity by graph-
level embeddings. For simplicity, we employ mean pooling
as the default aggregation function:

Z̃ = AVG(hu : u ∈ G), (7)

where AVG(·) denotes the average function.
For different prediction tasks, we can define different meth-

ods for calculating similarity scores. In GED task, given two
graphs G1 and G2 as input, GED(G1, G2) records the num-
ber of edits that transform G1 to G2. An edit can be defined
as an insertion or a deletion operation of a node or edge. The
number of GED is converted to consecutive values in (0, 1] by
exp(−GED(G1,G2)

|G1|+|G2| ). In our implementation, we use a multi-
layer perceptron (MLP) to obtain the GED score, which takes
the concatenation of the two graph-level embeddings as input.



The similarity score is then calculated as:

y = sigmoid(MLP(Z̃1 ⊕ Z̃2)). (8)

The binary similarity detection (BSD) task aims to pre-
dict whether the given graphs are similar or not. The input
two graphs are assigned a label ŷ = {1,−1} where 1 indi-
cates the input two graphs are similar, and −1 indicates these
two graphs are not similar. Our goal is to learn the similarity
between the input two graphs, and the calculated similarity
score will be classified into similar (1) or dissimilar (−1). We
use the following cosine similarity as the similarity metric:

y = cos(Z̃1, Z̃2). (9)

We evaluate the model performance by comparing pre-
dicted similarity scores with ground truth, and detail the per-
formance of our proposed model on these two types of tasks
in subsequent sections.

4 Experiments
In this section, we systematically evaluate our proposed
model on GED and BSD tasks with eight benchmark datasets.
Specifically, we first introduce the datasets for these two men-
tioned tasks, and then describe the baselines that are to be
compared with our model, and the details of the experimen-
tal setup. We finally present the main evaluation results and
perform the ablation experiment.

4.1 Datasets
We evaluate our model on eight public datasets, which are
commonly used for graph similarity problem [Ling et al.,
2021]. The statistics of datasets are summarized in Table
1. In the GED task, we employ two benchmark datasets, in-
cluding Aids700nef and Linux1000. We followed the pre-
vious works [Ling et al., 2021] and divide each dataset into
60%, 20%, 20%, for training, validation, and testing set re-
spectively. OpenSSL (OS) and FFmpeg (FF) datasets are em-
ployed for the BSD task, where [3, 200] means the size ranges
of pairs of graphs. The datasets are divided into 10%, 10%,
80% for training/ validation/ testing set for supervised meth-
ods and 80%, 10%, 10% for unsupervised methods.

4.2 Baselines & Settings
We compare CGMN with two supervised GNN methods and
three state-of-the-art unsupervised GNN models. Supervised
methods include GCN [Kipf and Welling, 2017] and GIN [Xu
et al., 2019]. Unsupervised methods include DGI [Velickovic
et al., 2019], GRACE [Zhu et al., 2020], and ScGSLC [Li et
al., 2021]. The first four are graph representation learning
methods, and the last one is an unsupervised clustering-based
graph similarity learning method.

We employ a 3-layers GCN as our core encoder. The learn-
ing rate is uniformly set as 0.0001 and the latent dimension
of graph encoders, projectors, and the predictor are fixed to
100. We regard the GED task and BSD task as downstream
tasks. In the GED task, we use the same settings for the super-
vised baselines, including dataset partitioning, learning rate,
etc. We train the supervised models using mean square er-
ror (MSE) loss with all the ground truth from the training set.

Datasets Graphs AvgN AvgE Classes

Aids700nef 700 8.90 8.80 -
Linux1000 1000 7.58 6.94 -

OS [3, 200] 73,953 15.73 21.97 4,249
OS [20, 200] 15,800 44.89 67.15 1,073
OS [50, 200] 4,308 83.68 127.75 338
FF [3, 200] 83,008 18.83 27.02 10,376
FF [20, 200] 31,696 51.02 75.88 7,668
FF [50, 200] 10,824 90.93 136.83 3,178

Table 1: Statistics of the datasets.

For unsupervised baselines, we use a multi-layer perceptron
(MLP) to map the predicted similarity scores to GED scores
distribution intervals, for which we fine-tune the mapping be-
tween the predicted scores and the GED scores by using a
MSE loss with 1% GED ground truth. In the BSD task, we
train supervised models using the same approaches as GED.
For unsupervised baselines, we use their self-contained losses
for graph representation learning. We repeat all experiments
ten times and report the average score and standard deviation.

4.3 Evaluation Results
We systematically evaluate the overall performance on the
two tasks, the ablation study, and the parameter analysis.

GED task. We mainly use MSE as an evaluation metric of
the GED task, which measures the mean squared error be-
tween the predicted similarity scores and the GED ground
truth. We also provide other evaluation metrics, such as
Spearman’s Rank Correlation Coefficient (ρ) and Kendall’s
Rank Correlation Coefficient (τ ) to comprehensively measure
how well the predicted scores match the true scores. Pre-
cision at k (p@k) is calculated by dividing the intersection
of the predicted top k results and the ground truth top k re-
sults. As shown in Table 2, our model CGMN outperforms
other baseline methods in four metrics on Aids700nef and
even partially surpasses the supervised algorithm. Compared
to the optimal supervised models, the MSE value of CGMN
has been increased by 28.43%, and compared with the un-
supervised algorithms, the MSE value increases by 45.46%.
On Linux1000 dataset, we achieve optimality in three metrics
and suboptimality in the other two evaluation metrics. Com-
pared with the supervised models and the unsupervised mod-
els, our model CGMN improves the value of MSE by 12.28%
and 21.67% respectively, which demonstrates the superiority
of our new model.

BSD task. We use the area under the ROC curve (AUC)
as an evaluation metric for the BSD task, where AUC and
model performance are positively correlated. The overall re-
sults are presented in Table 3. We bold the optimal results and
‘±’ indicates a numerical range. Compared to unsupervised
methods, our model CGMN consistently achieves the supe-
rior performance in terms of all metrics on all six datasets.
CGMN can learn a good embedding function, which can be
generalized to invisible test plots.

Ablation study. To verify the effectiveness of cross-view
interaction and cross-graph interaction, we employ two
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Datasets Methods MSE (10−3) ρ τ p@10 p@20

GCN 11.395±1.315 0.577±0.021 0.418±0.018 0.041±0.002 0.077±0.003
GIN 9.280±0.163 0.629±0.020 0.462±0.016 0.044±0.018 0.096±0.021

Aids700nef DGI 15.009±0.347 0.231±0.093 0.164±0.061 0.039±0.006 0.076±0.001
GRACE 12.176±1.693 0.366±0.186 0.261±0.134 0.038±0.004 0.072±0.018
ScGSLC 13.060±0.193 0.394±0.133 0.281±0.097 0.080±0.026 0.142±0.044
CGMN 6.641±2.227 0.674±0.129 0.502±0.107 0.084±0.019 0.140±0.024

GCN 11.986±1.532 0.569±0.033 0.411±0.028 0.043±0.005 0.071±0.001
GIN 22.188±5.259 0.647±0.112 0.484±0.099 0.081±0.018 0.084±0.025

Linux1000 DGI 33.854±0.013 0.052±0.018 0.039±0.002 0.035±0.020 0.073±0.016
GRACE 14.180±2.080 0.852±0.019 0.673±0.025 0.443±0.155 0.452±0.175
ScGSLC 13.423±2.038 0.840±0.010 0.658±0.021 0.192±0.095 0.213±0.120
CGMN 10.514±1.178 0.873±0.013 0.700±0.015 0.307±0.071 0.330±0.091

Table 2: Experimental results on the GED datasets in terms of five evaluation metrics.

Methods OS [50, 200] OS [20, 200] OS [3, 200] FF [50, 200] FF [20, 200] FF [3, 200]

GCN 67.24±1.14 68.09±1.01 73.51±0.72 78.41±0.49 79.47±0.08 80.88±0.18
GIN 66.60±0.10 63.85±0.56 75.65±0.30 78.38±0.20 81.25±0.57 81.82±0.25
DGI 67.55±2.76 63.58±1.96 72.58±2.36 86.10±0.66 80.82±2.22 66.28±0.30
GRACE 68.84±2.45 67.01±0.49 69.86±0.29 85.44±0.27 75.05±0.73 66.95±2.78
ScGSLC 67.43±0.82 61.46±0.33 63.28±0.09 87.57±0.82 83.27±0.71 69.80±1.22
CGMN 80.89±0.20 78.15±0.85 75.94±1.86 86.11±0.98 86.76±0.85 77.98±2.69

Table 3: Experimental results on the BSD datasets in terms of AUC scores (%).

Methods MSE ρ τ p@10 p@20

CGMN w/o cross-view 8.239 0.614 0.451 0.064 0.114
CGMN w/o cross-graph 8.753 0.537 0.387 0.050 0.091

CGMN 6.641 0.674 0.502 0.084 0.140

Table 4: Ablation study on Aids700nef.

CGMN variants on Aids700nef, each of which has one of the
key components removed. Table 4 shows the results of the ab-
lation study, where w/o represents the removal of a strategy.
Experimental results show that the performance of our model
degrades without one of the key strategies on Aids700nef. We
find that the CGMN achieves 24.13% higher relative to the
others variants on MSE (10−3). Among other evaluation met-
rics, CGMN also achieves the best performance compared to
its two variants, which proves the effectiveness of the combi-
nation of our two proposed schemes.

Parameter sensitivity analysis. We analyse two important
parameters, i.e., the probability of masking features and the
probability of removing edges in generating two views dur-
ing graph augmentation. We carry out experiments on the
Aids700nef dataset with different parameters as an example,
and Fig. 5 shows the effect of parameter sensitiveness on the
CGMN performance. The horizontal coordinates represent
the probability of masking node features or removing edges,
and the vertical coordinates represent the MSE (10−3). For
example, 0.1 means randomly masking node features with
probability 10%. In Fig. 5 (a) and (b), despite the fluctuations
in the line chart, the overall trend of MSE values is increas-
ing. This means that increasing the modification probability

(a) Masking node features. (b) Removing edges.

Figure 5: Influence on parameters.

excessively may distort the graph structures and features in-
formation, resulting in significant performance degradation.

5 Conclusion
Graph similarity learning is pivotal in graph problems. In
this paper, we propose a novel unsupervised graph similarity
learning method CGMN. Using a siamese GNN as the back-
bone, we design a cross-view interaction strategy to enrich the
self-supervised signal. To further match nodes across graphs,
we introduce a cross-graph interaction mechanism to conduct
cross-graph matching between nodes. The experimental re-
sults demonstrate the superiority and effectiveness of the new
approach compared with the SOTA methods.
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